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Abstract 
Two independent determinations of the same struc- 
ture may be compared by means of statistical tech- 
niques such as normal probability plots and X 2 
hypothesis tests. Computer simulations show that 
errors may arise in the application of these techniques 

0108-7673/85/020122-07501.50 

if rounded estimates of structural parameters and 
their e.s.d.s are used in the calculations. Round-off 
errors are particularly serious in goodness-of-fit 
hypothesis tests, since they increase the probability 
of making type I errors, i .e.  falsely rejecting the null 
hypothesis. 
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I. Introduction • 
• : , 

It sometimes happens that the same structure is deter- 
mined independently by two different ~research 
groups. In this situation, the two sets of results may 
be compared by means of statistical techniques such 
as normal or half-normal probability plots (Abrahams 
& Keve, 1971; Hamilton & Abrahams, 1972) and X 2 
hypothesis tests (Hamilton, 1969). These techniques 
are used to examine the distribution of the quantities 
8~, defined as 

__ 0.2 2 1/2 8, (p,.l - P,.2)/( ,,1 + 0.,.2) , (1) 

where Pu is the value of the ith parameter (e.g. atomic 
coordinate, bond length, temperature factor) in the 
j th structure determination and 0",j is its e.s.d. The 
purpose of this paper is to discuss some difficulties 
that may arise when the 8~ are calculated from 
rounded estimates of Pu and 0"ij. This will be the case 
if the inter-experimental comparison is based on pub- 
lished data, since atomic coordinates and their e.s.d.s 
are usually reported to only four or five decimal 
places. 

Intuitively, we may expect that round-off errors in 
the numerator and denominator of (1) will tend to 
increase the standard deviation and/or  kurtosis of 
the 8, distribution. In fact, the effects of rounding are 
more subtle, as may be seen from a simple example. 
Suppose that two determinations of the same struc- 
ture are published, the fractional atomic coordinates 
in each being reported to four decimal places. Sup- 
pose, further, that the atomic coordinate e.s.d.s are 
all quoted as 0.0003 in the first paper and 0.0004 in 
the second. If 8~ values are calculated from (1) using 
these rounded quantities, the denominator will always 
be (0.00032+ 0.00042) 1/2 i.e. 0-0005. The numerator 
can only take values 0.0, +0.0001, ±0.0002, etc. 
Consequently, the calculated values of 8~ can only be 
0.0, + 0.2, + 0 . 4 , . . . ,  i.e. the distribution will appear 
to be discontinuous. Application of normal probabil- 
ity plots or X 2 hypothesis tests may then lead to 
incorrect conclusions regarding the normality of the 
error distribution. In particular, the 8, distribution 
may appear to be significantly non-normal, even if 
the underlying distribution of experimental errors is 
normal. 

In this paper, we use the method of computer 
simulation to investigate the effects of rounding on 
(a) the shape and standard deviation of the 8~ distri- 
bution, (b) the appearance of normal probability 
plots, and (c) the validity of hypothesis tests. We 
begin by defining some mathematical symbols and 
describing the general procedure used in the com- 
puter simulations. 

II. Definition of mathematical symbols 

Throughout the paper, the symbol (e) indicates an 
exact quantity or a statistic calculated from exact 

qUantitieS '(~trictly speaking, 'exact' in this :context 
means 'as  eXact as • can be accommodated in I B M  
double-larecision arithmetic, i.e.'in a 56;bit mantissa 
word'). Conversely, (r) denotes a quantity rounded 
to four decimal places, or a statistic calculated from 
such rounded quantities. Thus, p(e) u is the exact 
value of the ith parameter in thej th  structure determi- 
nation and 0.(e) u is the exact value of its e.s.d.; p (r) ~,/ 
and 0.(r)~.j are the corresponding rounded values. The 
weighted deviations 8(e)~ and 8(r)~ are then calcu- 
lated from the formulae 

11/2 (2) 8(e), = [p(e)i .~- p(e),.2]/[ 0.2( e)i.1 + 02(e),.2j 

~(r)i =[p(r)i,l--p(r)i,2]'/[~2(r)i,l + 0"2(r~ 11/2 J,,EJ • (3) 

III. Generation of  8i values by simulation 

The following procedure was used to generate 
artificial simulated values of 8(e)i and 8(r),. E.s.d.s 
(r(e)~.l and 0.(e)i.2 were selected at random from a 
uniform distribution in the range trmi,- 0.max (typical 
values would be O'mi n ~-- 0 " 0 0 0 0 5 ,  0.max = 0 ' 0 0 0 2 5 ) .  The 
parameters p(e) u ( j =  1, 2) were drawn at random 
from normal distributions with mean = 1, standard 
deviation = 0.(e)u. The simulated value of 8(e)~ was 
then calculated from (2). Values o fp( r ) , , / and  o'(r)u 
were obtained by rounding the corresponding exact 
quantities to four decimal places, and 8 (r) ~ calculated 
from (3). All simulations were performed with the 
aid of pseudo-random number generators written by 
the Numerical Algorithms Group (NAG Fortran 
Library Manual, 1983). 

IV. Effect of  round-off errors on 81 distribution 

In our first simulation we generated 10 000 values of 
8(e)i and 8(r)i, using the simulation parameters 
O'min=0"00005 and 0.max=0"00015 [thus, the only 
possible value of 0.(r),~ was 0.0001]. The resulting 
distributions of 8(e), and 8(r)~ are shown in Figs. 
l ( a ) - (b )  and the sample means and variances are 
given in the first line of Table 1. Kolmogorov-Smirnov 
and X 2 goodness-of-fit tests (Siegel, 1956) indicate 
that the 8 (e)~ distribution is not significantly different 
from a normal distribution with zero mean and unit 
variance. This confirms that the pseudo-random num- 
ber generators used in our simulation program are 
satisfactory. The 8(r), distribution consists of only 
13 discrete values and therefore shows pronounced 
departures from normality (e.g. there are no observa- 
tions in the range 0 .0<8( r )~<0 .7 ,  whereas about 
2580 would be expected if the distribution was nor- 
mal). However, the variance of the 8(r)i values ( =  
1-166) is quite close to that of the underlying 8i 
population ( = 1). Several other simulations were per- 
formed with different values of O'mi n and 0.max. Results 
are summarized in Table 1 and some of the 8(r)~ 
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Simulation parameters 

~min ~max 

0-00005 0.00015 
0.00005 . 0"00025 
0.00005 0.00035 
0.00005 0-00045 
0.00005 0.00055 
0.00005 0.00105 
0.00015 0.00025 
0.00025 0.00055 
0"00045 0.00055 
0"00085 0"00105 

T a b l e  1. Details of simulated ~(e)~ and ~(r)~ distributions 

Number of  
8 (e), distribution 8 ( r)~ distribution discrete 

Possible values of  values in 8(r), 
o'(r) ~j ( x 10 4) Mean Variance Mean Variance distribution 

1 -0"006 i "002 -0"010 1" 166 13 
1, 2 -0-009 1"009 -0"010 1" 108 42 
!~ 2, 3 0"010 0"978 0"012 1-024 102 
1, 2, 3, 4 0-018 0"982 0"015 1"019 185 
1, 2, 3, 4, 5 -0"005 0"992 -0"006 1"008 343 
1,2, 3, 4, 5, 6, 7, 8, 9, 10 0"007 1"005 0"006 l '013 1536 
2 -0"010 1.'011 -0"011 1.047 25 
3, 4, 5 -0 .005  0.996 -0 .006  1-004 202 
5 0"011 1"020 0"012 1-026 54 
9, 10 0"007 1"007 0"007 1-010 246 

distributions are shown in Figs. l (c ) - (g) .  The 8(e)~ 
distributions are not shown as they were all similar 
to Fig. l (a) .  As would be expected, the worst effects 
of rounding are confined to simulations in which 
(Ormin + O'max)/2 is small. Presumably, this is because 
errors due to rounding become relatively less impor- 
tant as t~(r) v increases along the series 0.0001, 
0.0002, 0 . 0 0 0 3 , . . . .  

Table 1 shows that the sample variances of  the ~(r)~ 
distributions are all quite close to the ideal value of 
unity. This is an encouraging result, because estima- 
tion of the standard deviation of the 8i is often a 
major objective of inter-experimental comparisons. 
The variances of  ~(r)~ distributions were further 
investigated as follows. A sample of 30 simulated 
~ ( e ) ~  a n d  8 ( r ) ,  v a l u e s  w a s  g e n e r a t e d  ( s i m u l a t i o n  

parameters: Ormi n - -  0 " 0 0 0 0 5 ,  O'ma x = 0 " 0 0 0 2 5 )  a n d  t h e  

8(e)~ and ~(r)~ sample variances calculated. After 
2500 repetitions of  this procedure, the distributions 
of the sample variances were as shown in Figs. 2 (a) -  
(b). The mean values of  the distributions are 1.002 
for o'2[t~(e)i] and 1.084 for o'2[t~(r)i], the values of  
o'216(r)~] show slightly more variation than those of  
o ' 2 [ ~ ( e ) i ] .  We conclude that estimates of  6~ variances 
b a s e d  o n  r o u n d e d  p a r a m e t e r s  t e n d  t o  b e  t o o  l a r g e ,  
and less precise than those based on exact parameters. 
However, they are likely to be adequate for most 
p u r p o s e s .  

V. Effect of round-off errors on normal 
probability plots 

In normal probability plotting, the n observed Bi 
values are ranked in order of increasing magnitude 
and plotted against the ranked ~5~ values expected for 
a sample of  size n from a normal distribution with 
zero mean and unit variance. A straight-line plot 
suggests that the observed 8~ are normally distributed 
(Abrahams & Keve, 1971). Fig. 3(a) shows a normal 
probability plot based on a simulated sample of  30 
8(r)~ values (simulation parameters: O'mi n = 0 " 0 0 0 0 5 ,  

trm~x = 0"00015). For comparison the corresponding 
~(e)~ plot is given in Fig. 3(b). The 8(r)~ plot has a 
staircase-like appearance with sudden steps upwards 
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Fig. 1. Simulated distributions of: (a) 8(e)i, O r m i n = 0 " 0 0 0 0 5 ,  

Ormax=0"00015 ; ( b )  8 ( r ) , ,  O ' m i n : 0 " 0 0 0 0 5  , O ' m a x = 0 " 0 0 0 1 5 ;  (£)  

8 ( r ) i ,  O'mi n = 0"00005 ,  O'ma x = 0"00025 ;  ( d )  8(r),, trmi n = 0"00005 ,  

Crma x = 0"00035; (e) 8(r)i, trmin = 0"00005, O'ma x = 0.00045; ( f )  
~ ( r ) i ,  O'mi n = 0"00005 ,  O'ma x = 0"00055 ;  ( g )  ~ ( t ) t  , O'mi n = 0"00005,  
tTma ~ = 0"00105. All distributions are shown as conventional his- 
tograms except for (b) and (c), where each discrete value in the 
distribution is represented by a separate bar. All distributions 
are shown in the range - 2 . 9 < 8 i < 2 . 9 ;  few observations fall 
outside this range. 
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corresponding to discontinuities in,the 6(r)~ distribu- 
tion. Round-off errors therefore have a profound 
effect;0n this normal probability plot. However, fur- 
ther Sirnu.lations suggest that the effects 0 frounding  
diminishlrapidly as ,the parameters trmi.:and O'ma x are 
increased. For example, Figs. 3 ( c ) - ( f )  show 6(r)i 
and 6(e)~ plots produced by two simulations with 
parameters Ormi n = 0 " 0 0 0 0 5 ,  O'ma x = 0 " 0 0 0 2 5  a n d  O'mi n = 

0.00005, Crmax = 0"00035. The departures from 
linearity due to rounding are relatively •small com- 
pared with the background scatter due to random 
sampling effects. 

Vl. Effect of round-off errors on hypothesis tests 

Normal  probability plotting is an excellent technique 
for obtaining an overview of the 6~ distribution. 
However, for more quantitative work it may be 
necessary to use statistical hypothesis tests. Such tests 
will generally focus on one or both of the following 
questions. (a)  Is the 6~ distribution normal? (b) Does  
it have unit variance? A variety of tests may be used 
and we consider here the effects of rounding on three 
of them. 

• ? o 

O . 

VI-1. H a m i l t o n ' s  X 2 tes t  

If experimental errors are normally distributed and 
the tr u are accurate estimates of the standard devi- s 2. 
ations of these errors, then each 8~ will be a random 
variable from a normal distribution with zero mean • 
and unit variance. Consequently, the sum of squares 
of  any n 6~ values will  fol low a X 2 distribution with 
n degrees of  freedom. The statistic ••• 2- 

Q(e) = 8(e)~ " (4) ~' 0 
i = 1  m 

t-~ 

may therefore be used as the basis of a hypothesis o 
test (Hamilton, 1969). If Q( e) exceeds the tabulated - 2  
v a l u e  o f  2 ..... X,,- we may reject the null hypothesis that : 
the 6~ are normally distributed with zero mean and 
unit variance. The test will be at the 1 0 0 ( I - a ) %  
confidence level, i.e. the probability of  falsely reject- 
ing the null hypothesis (a so-called 'type I' error; 
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Fig. 2. Distribution of sample variances of (a) 6(e)~ and (b) 8(r)i . 
samples. 

Hamilton, t964)wi l l  be or. If, however, the Q statistic 
is calculated from rounded quantities 

O(r)= ~ a ( r ) ? ,  ' ' (5) 
i =1  

we may anticipate that the probability of making a 
type I error will be inflated, i.e: a test at the formal 
confidence level of 100(1 - a )% will really be at some 
lower level 100(1 - a ' )%,  where a ' >  a. 

The effect of round-off err6rs on the distribution 
of  Q was investigated as follows. A sample of  40 
simulated 8(e)~ and 8(r)~ values was generated using 
the simulation parameters (rmin=0"00005, trm~x = 
0.00015. The statistics Q ( e )  and Q ( r )  were calculated 
and tested •.against the tabulated value of  X]o,o.os( = 
55.76). This procedure was repeated 2500 times and 
a count made of the number o f  significant values of 
Q(e) a n d  Q(r) obtained.  Results are summarized in 
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Fig. 3". Normal Probability:plots, based on 30 simulated values of: 
• (a)~6(r)i, trmi,=0"0.0005 , trma~=0"000!5;  (b)  8'(.'e)i , trmln = 

0 " 0 0 0 0 5 ,  O ' m a x = 0 ' 0 0 0 1 5 ;  ( C )  8 ( r ) i  , O r m i n = 0 " 0 0 0 " 0 5  , O ' m a x  = 

0.00025; (d) 6(e)t, (train=0"00005, trmax=0"000:~5; (e) 8(r) ,  
Ormin=0"00005, O'max=0"00035; ( f )  8 ( e ) i ,  Ormin=0"00005, 
O'm~ x = 0"00035. 
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the first line of Table 2. They show that 5.5% of the 
Q(e) values were significant - close to the theoretical 
proportion of 5% - but 19.8% of the Q(r) values. 
Thus, the true confidence level of the test based on 
rounded parameters was about 80%, appreciably 
smaller than the formal confidence level of 95%. The 
simulation was repeated with various values of 0"m~n 
and 0"m~x, and the results are summarized in Table 2. 
They show that round-off errors can seriously 
jeopardize the validity of the test when (0"m~n + 0"m~x)/2 
is small. Slightly more of the Q(e) values were sig- 
nificant that would have been expected. This is prob- 
ably due to minor defects in the pseudo-random 
number generators used in our simulation program, 
or to residual round-off errors caused by the finite 
word length of the computer. 

VI-2. X 2 Goodness-of-fit test  

The above procedure tests the combined null 
hypothesis that the ~ distribution is (a) normal, with 
(b) zero mean and (c) unit variance. If any part of 
the hypothesis is false, the test is likely to give a 
significant result. However, it may be desired to test 
one or two parts of the hypothesis separately, e.g. 
that the 6~ distribution is normal, with zero mean and 
unknown standard deviation 0"8. One way of doing 
this is to perform a )¢2 goodness-of-fit test (Siegel, 
1956). The sample standard deviation of the 8i is used 
to estimate o-,. The test is then based on the statistic 

N 

C = • (fk - Fk)2/Fk, (6) 
k=l  

where fk is the observed number of 8~ values falling 
in a particular range and Fk is the number expected 
to fall in that range if the 6~ distribution is normal 
with zero mean and standard deviation o-8. The 
summation is over N ranges, which may be chosen 
more or less arbitrarily [but see Siegel (1956) for a 
discussion of this point]. If the test is based on exact 
6(e)i values - i.e. the statistic C(e)  is calculated - 
the null hypothesis that the 6~ distribution is normal 
with zero mean can be rejected if C(e)  exceeds the 
tabulated value of h "2_2,~. The probability of making 
a type I error will be approximately a (the test is not 
exact). However, if B(r)i values are used - i.e. C(r)  
is calculated - we may again expect that the true 
probability of making a type I error will be greater 
than a. 

The effects of rounding on the X 2 goodness-of-fit 
test were investigated as follows. A sample of 40 
simulated 6(e)i and 8(r)i values was generated, using 
the simulation parameters O ' m i n = 0 " 0 0 0 0 5 ,  (/'max = 
0"00015. The sample standard deviation of the 8(e)~ 
was used to estimate 0-8, and a count was made of 
the number of 6(e)~ values falling in each of the 
following ranges: 8(e)~ < -1.0o'~; -1.00-~ ~ 6(e)~ < 
-0-4o'~ ; -0.40-~ <- 6(e)i < O; 0_< ~(e)i < 0.40-8 ; 

Table 2. Effect o f  round-off errors on Hamilton' s x 2 test 

Number  of  Percentage o f  
Simulation significant significant 
parameters  results obtained results obtained 

~min ~max Exact Rounded  Exact Rounded  

0.00005 0.00015 138 496 5.5 19.8 
0.00005 0.00025 134 301 5-4 12~ 
0.00005 0.00035 128 228 5.1 9.1 
0.00005 0.00045 130 180 5-2 7-2 
0.00005 0.00055 143 196 5.7 7.8 
0-00005 0.00105 134 156 5.4 6-2 
0.00015 0.00025 129 188 5.2 7.5 
0.00025 0.00055 138 147 5.5 5.9 
0.00045 0.00055 136 145 5.4 5.8 
0-00085 0.00105 126 134 5-0 5.4 

Table 3. Effect of  round-off errors on X 2 goodness-of-fit 
les t  

Number  of  Percentage o f  
Simulation significant significant 
parameters  results obtained results obtained 

~min ~max Exact Rounded  Exact Rounded  

0.00005 0-00015 152 2260 6-1 90.4 
0.00005 0.00025 153 1322 6-1 52.9 
0.00005 0.00035 144 720 5-8 28.8 
0.00005 0.00045 132 443 5.3 17.7 
0.00005 0.00055 141 348 5.6 13.9 
0.00005 0.00105 157 217 6.3 8.7 
0.00015 0.00025 143 1197 5.7 47.9 
0.00025 0.00055 166 286 6.6 11-4 
0.00045 0.00055 149 254 6.0 10-2 
0.00085 0.00105 150 180 6.0 7.2 

0.40-~ - 6(e)i < 1.0o'8 ; 1"00-8 -< 8(e)i. The number of 
observations expected to fall in each of these ranges 
was calculated from the standard normal curve [e.g. 
the number expected in the third range was calculated 
as 40(0.5000-0.3446)=6.22, 0.5000 being the area 
under the standard normal curve to the left of z = 0 
and 0.3446 being the area to the left of ." = -0.4]. The 
statistic C(e)  was thus calculated, and tested against 
the tabulated value of 2 X4,o.o5( = 9.49). The value of 
C(r)  was determined in an exactly analogous fashion 
and similarly tested against 2 X4,o o5. The complete pro- 
cedure was repeated 2500 times and a count made of 
the number of significant values of C(e)  and C(r)  
obtained. Results are summarized in Table 3, together 
with those obtained from similar simulations with 
different values of ~m~. and O'ma x. 

Table 3 shows that the proportion of significant 
C(e)  values was slightly greater than the theoretical 
proportion (i.e. 5%) in all of the simulations perfor- 
med. This probably reflects the approximate nature 
of the test and the minor defects in the simulation 
procedure commented upon above (see VI-1). The 
number of C(r)  values exceeding 2 /~'4,0.05 was far 
greater than 5% in many of the simulations. For 
example, when 0-mi,=0.00005 and Xmax=0"00035, 
some 28.8% of the C(r)  values were formally sig- 
nificant at the 95% confidence level, i.e. the true 
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confidence level of the test was about 71%. The poor 
performanc e of the C(r). statistic in this series of 
simulati0.'ns is partly due  tO an unfortunate choice of 
ranges. Many of the 8 (r) ~ values will be exactly equal 
to zero [corresponding to p(r)i,~=p(r)~,2] and this 
inflates the number of Observations in the range 0-< 
6(r)~ < 0.4o'~ relative to the number in the adjoining 
range -0"40-8 <-6(r)~ < 0. This is particularly serious 
in the simulation with O'mi n = 0 " 0 0 0 0 5 ,  O'ma x = 0 " 0 0 0 1 5 ,  

since the two lowest possible values of 18(r),l are 0 
and 0.7071 [=0.0001(0.00012+0"00012)-~/2]. Thus, 
the number of 6(r)i values falling in the range 
-0.40-~ -< 6(r)~ < 0 is always equal to zero. The 'expec- 
ted' number, calculated from the standard normal 
probability curve, is 6.22 (see preceding paragraph). 
Thus, this range on its own contributes 6.22 towards 
the value of C (r), accounting for the disastrous effect 
that round-off errors have in this simulation (see 
Table 3). Some improvement can therefore be effected 
by altering the ranges used in calculating C(r). For 
example, the simulation was repeated using the 
ranges: 6(r)~ <-0.80-~ ; -0 .80-n-  6(r), <-0.20-8;  
-0.20-~ < 6(r)~ < 0"20-8 ; 0"20-8 -< 6(r)i < 0"80-8 ; 
0.80-~ -< 6(r)~. The percentage of C(r) values formally 
significant at the 95% confidence level was thereby 
reduced to 49.8%. 

The/~2 goodness-of-fit test can be used successfully 
with rounded parameters if the expected frequencies 
[i.e. the Fk of (6)] are determined by simulation. For 
example, Fig. l(b) shows the 6(r)~ distribution that 
would be expected if all of the 0-(r)~j were equal to 
0.0001 (corresponding to 0 - m i n = 0 " 0 0 0 0 5 ,  0-max = 

0.00015) and the underlying 6~ distribution was nor- 
mal with zero mean and unit variance (see § IV). 
Some 2739 of the 10 000 observations in Fig. l(b) lie 
between -0 .2  and +0-2, so in a random sample of 
40 8(r)i values we would expect 10.96 ( = 2 7 3 9 ×  
40/10 000) observations in this range. By way of com- 
parison, the expected frequency calculated from the 
standard normal probability curve is 6.34. In a simula- 
tion to test the performance of the C (r) statistic when 
the expected frequenciesare estimated from Fig. 1 (b), 
we found that 4.5 % of the C (r) values were formally 
significant at the 95% confidence level (c.f the theo- 
retical value of 5%). 

VI-3. Kolmogorov-Smirnov goodness-of-fit test 

The hypothesis that the 6~ are normally distributed 
with zero mean and unknown standard deviation, 0-8, 
may be teSted by another type of goodness-of-fit test, 
the Kolmogorov-Smirnov test (Siegel, 1956). As 
before, the sample standard deviation of the observed 
6i is used to estimate 0--8. The test is then based on 
the statistic 

D=maximumlP(6) -p(6) l .  (7) 

For any value 6, p(6) is the observed proportion of 

Table 4. Effect of round-off errors on Kolmogorov- 
Smirnov test 

N u m b e r  of  Percen tage  o f  
S imu la t i on  s ignif icant  s ignif icant  
p a r a m e t e r s  resul ts  o b t a i n e d  resul ts  o b t a i n e d  

Ormi n .O'ma x E x a c t  R o u n d e d  , Exac t  R o u n d e d  

0.00005 '0~00015 93 962 3.7 38.5 
0.00005 0.00025 87 362 3.5 14-5 
0.00005 0.00035 85 228 3.4 9.1 
0.00005 0.00045 88 150 3.5 6.0 
0.00005 0.00055 69 100 2.8 4-0 
0.00005 0.00105 99 89 4.0 . 3.6 
0.00015 0.00025 109 317 4.4 12.7 
0.00025 0.00055 103 129 4.1 5.2 
0.00045 0.00055 113 147 4.5 5.9 
0.00085 0.00105 93 94 3.7 3.8 

6i values that are less than or equal to  6, i.e. p(6) is 
the observed cumulative probability distribution of 
the 6~. P(6) is the theoretical cumulative probability 
distribution for a normal population with zero mean 
and standard deviation 0-8. Critical values of D for 
various sample sizes are tabulated in statistical texts 
(e.g. Siegel, 1956) but they are slightly conservative 
if, as here, the variance of the theoretical population 
is estimated from the sample (Massey, 1951). 

The effect of round-off errors on the Kolmogorov- 
Smirnov test was investigated by simulations 
analogous to those described above, i.e. samples of 
40 6(e)~ and 6(r)~ values were generated, statistics 
D(e) and D(r) were calculated using the exact and 
rounded values, respectively, and both were tested 
for significance against the tabulated value of D4o.0.o5 
(=0.215) .  Results are summarized in Table 4. The 
percentage of significant D(e) values is less than the 
ideal 5% in all of the simulations, confirming that 
the test is slightly conservative. The percentage of 
significant D(r) values tends to be too large, par- 
ticularly when (0-min + 0-max)/2 is small. However, the 
true confidence levels of the tests based on D(r) are 
much closer to the formal confidence level of 95% 
than was the case for the X 2 goodness-of-fit tests (see 
Table 3). 

VII. Conclusions 

Inter-experimental comparisons based on published 
data necessarily use rounded estimates of atomic 
coordinates, temperature factors, e.s.d.s, etc. By far 
the most important consequence is that the distribu- 
tion of the weighted parameter differences [i.e. the 8i 
of (1)] appears to be discontinuous. This does not 
seriously impair the accuracy and precision with 
which the standard deviation of the 8i can be esti- 
mated. Nor, in general, does it have an appreciable 
effect on the appearance of normal probability plots. 
However, round-off errors can seriously jeopardize 
the validity of various hypothesis tests by increasing 
the probability of falsely rejecting the null hypothesis. 
The severity of the problem depends on the particular 
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type of hypothesis test used and the method of com- 
putation employed. In unfavourable circumstances 
the validity of the test may be totally nullified. 

In reporting the results of crystal-structure analyses 
it is conventional to follow each atomic coordinate 
and temperature factor by its e.s.d. Usually this is 
given in brackets in the units of the least significant 
digit of the coordinate or temperature factor. Our 
results suggest that serious round-off errors in inter- 
experimental comparisons only occur when this num- 
ber in brackets is small, i.e. l, 2 and, possibly, 3. Thus, 
the problems discussed in this paper can be overcome 
if an extra digit of significance is reported in these 
cases. 

Olga Kennard is a member of the external staff of 
the Medical Research Council. 
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Abstract 

The multiple diffraction of X-rays and neutrons is 
discussed on the basis of the kinematical theory; a 
program for the simulation of ~b scanning and h 
scanning is developed, where the influence of the 
wavelength width of incident beams on the Ewald 
construction is properly taken into account. The effect 
of higher-order diffraction (n-beam interaction, 
n > 3 )  is treated as the sum of those of ( n - 2 )  pairs 
of relevant double diffractions (three-beam interac- 
tions). Applications are made for some examples for 
which experimental data are available; it is shown 
that the results are in very good agreement with 
experiment. This suggests that the kinematical 
approach is appropriate. The si~nulation is useful in 
planning ~-scanning experiments for precise struc- 
ture determination and for examining experimental 
data. 

I. Introduction 

Since Renninger (1937) showed the phenomenon of 
double diffraction (Umweganregung) in the pattern 
of t~ scanning of 222 of diamond, the importance of 
the effect on structure determinations has often been 
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discussed. In the early days, discussions were mainly 
concerned with possible errors in space-group deter- 
mination because, as mentioned by Lipson & Cochran 
(1953), the effect can interfere with the detection of 
glide planes and screw axes. Later, in connection with 
precise structure determination, the effect has been 
considered more generally (Coppens, 1968; Panke & 
W61fel, 1968): its effect on general reflections has 
been considered, to improve the accuracy of the 
intensity. 

The 0-scanning experiment, on the other hand, is 
not very easy even at present, particularly with speci- 
mens in special environments such as low or high 
temperature; it also requires a long machine time. If 
a computer simulation is available for double (i.e. 
multiple) diffraction, it will therefore be very useful 
in planning the ~b-scanning experiment. Moreover, in 
some cases, the experiment will be replaced by such 
a simulation, in part at least. Examination of the 
results of the ~b-scanning data by comparison with 
the simulation will also be worth doing. 

In the following, a computer simulation based on 
the kinematical theory will be developed for ~b scan- 
ning with monochromatic incident beams and for A 
scanning with white beams. The results will be applied 
to some examples and compared with experiments. 
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